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• To facilitate the collection, curation, and sharing of digital 
representation created across a system lifecycle.

• Desired outcome: Integrated simulations and systems engineering 
technical capabilities

• Build once, use often

Purpose
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Use of Simulations Across Acquisition Framework
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M&S should support each 
process and phase with 

consistent and correlated 
representation

Simulation should enable rapid 
and persistent prototyping

And lacks an integrating 
environment
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Technology and threat change is outpacing Defense Acquisition 
and simulation development processes
Some Specifics:

• Current simulations do not support agility
• Current simulations do not adequately represent the emerging multi-

domain operating environment and are difficult and costly to modify
• Continue to struggle with interoperability 
• Inconsistent representation of systems, threats and operating 

environment across communities
• Stovepipes inhibit data and model sharing and reuse

Simulation Community Challenges
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DoD Digital Engineering Overview

• What is Digital Engineering?
• Combines model-based techniques, 

digital practices, and computing 
infrastructure

• Enables delivery of high pay 
off solutions to the warfighter 
at the speed of relevance

• Reforms Business Practices
• Digital enterprise connects people, 

processes, data, and capabilities
• Improves technical, contract, and 

business practices through an 
authoritative source of truth and 
digital artifacts

Modernizes how we design, operate, and sustain capabilities to outpace our adversaries

Presenter
Presentation Notes
Background:
Our workforce uses stove-piped infrastructure, environments and data sources in isolation to support various activities throughout the life-cycle 
Communication, collaboration and decisions are through static disconnected documents and subject to interpretation


AT&L reorg
Chief Technology Officer, organization responsible for outpacing the threat and seizing on technological opportunities 
Foster a culture of innovation within the Department 
Deliver proven technology to the Warfighter more quickly and affordably with improved sustainability. 
Primary sources of technical expertise using our unique talents and skills. Innovative thinking and problem solving will be critical for both USDs if we're going to be responsive to warfighter needs and continue to improve. 




Boeing MBE Diamond
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Approved for public release

• CCDC/AvMC – Building behavioral simulations in tandem with MBSE 
process

• CCDC/AC  - Armament Virtual Collaboratory Environment (AVCE)

• CCDC/GVSC  - Virtual Prototyping with soldier assessments

• PEO Aviation – Requirements modeling and need to link MBSE models 
with simulations

• PEO Missiles and Space – developing an integrated approach

Some Army Implementations of MBSE/DE
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A Hierarchy of M&S Tools for Various Uses

Presenter
Presentation Notes
This picture represents the hierarchy of models and simulations and how  the granularity of the models and simulations decreases as you move up the different levels of the pyramid, while the scope of what is represented increases.  

People frequently confuse fidelity and granularity when discussing M&S.  Fidelity describes how  accurate the representations are, while granularity describes how finely resolved the representations are (what their level of detail is).  In general, fidelity increases with greater granularity, but this is not always the case.

The pyramid also provides an indicator of the system component, system, or force level that is typically represented by the models and simulations at each level of granularity as well as the functions they would typically support.

In general, the granularity of the forces represented become more aggregated as you move up the pyramid to the "Theater/Campaign" level.  Trying to represent the theater/campaign level at the same level of detail (the same level of granularity) as at the engineering level is impractical for several reasons, including software complexity, data preparation time, processing requirements, run time, and overall cost.  Logical consistency between levels of representation can be maintained by careful attention to data sources, context, and algorithms.  The pyramid gets narrower at the top because the larger scope and greater abstraction of the representations at a higher level mean fewer models and simulations are needed to cover the full range of things that need to be represented and their attributes and interactions.” 
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 Map MBSE system definition into an 
executable simulation structure

 Define algorithms for each simulation 
event

 Derive a common simulation data set for 
the system

Integrating MBSE System Data into Simulation

Combat Vehicle Model

Sensor

Wpn

Prop

C2/AITrack/
Wheel

Armor & 
Geometry

Algorithm/tool Algorithm/tool Algorithm/tool

Algorithm/tool Algorithm/tool Algorithm/tool

Common
Executable
Simulation
Framework

Example

Based on testing and 
experimentation

Platform 
variables

Detection 
Range

Vulnerability
Speed & 

Acceleration

Tactical 
Agility

Maneuverability Pk

Platform Model for 
Constructive Sim

MBSE

Simulation

Platform 
Conceptual 

Model

Simulation
Common
Executable
Simulation
Framework



12

Air Wing

EW

Aircraft
System

Fire Control

Radar

Air Wings

Corps

Battle
Groups

Joint/Combined
Forces

A/C

(System/Subsystem/Component)

(One-on-One)

(Many-on-Many)

(Groups of Systems -
Force Package)

Theater/
Campaign

Mission/Battle

Engagement

Engineering

MODELS &
SIMULATIONS

FORCE OR  SYSTEM LEVEL

Air Vehicle

Need Consistent System Representation Across Levels

CORRELATED SYSTEMS DATA/MODELS

Campaign
Level

Mission
Level

Platform
Level

Systems/
Component

Level

Presenter
Presentation Notes
This picture represents the hierarchy of models and simulations and how  the granularity of the models and simulations decreases as you move up the different levels of the pyramid, while the scope of what is represented increases.  

People frequently confuse fidelity and granularity when discussing M&S.  Fidelity describes how  accurate the representations are, while granularity describes how finely resolved the representations are (what their level of detail is).  In general, fidelity increases with greater granularity, but this is not always the case.

The pyramid also provides an indicator of the system component, system, or force level that is typically represented by the models and simulations at each level of granularity as well as the functions they would typically support.

In general, the granularity of the forces represented become more aggregated as you move up the pyramid to the "Theater/Campaign" level.  Trying to represent the theater/campaign level at the same level of detail (the same level of granularity) as at the engineering level is impractical for several reasons, including software complexity, data preparation time, processing requirements, run time, and overall cost.  Logical consistency between levels of representation can be maintained by careful attention to data sources, context, and algorithms.  The pyramid gets narrower at the top because the larger scope and greater abstraction of the representations at a higher level mean fewer models and simulations are needed to cover the full range of things that need to be represented and their attributes and interactions.” 



SysML Models Provide Reusable, Single Source, System 
Knowledge Capture 
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Model Once and Use Many Times

The vision is to build a system representation that allows multiple system stakeholders to extract their 
artifacts for their own intended use 

Presenter
Presentation Notes
Effort to Accelerate MBSE Adoption and Usage at JSC 
Lui Wang1 
NASA Johnson Space Center, Houston, TX 77058 
and 
Michel Izygon, Ph.D.2, Shira Okon3, Larry Garner4, and Howard Wagner, Ph.D.5 
Tietronix Software Inc., Houston, TX 77058 


1. MEL plug-in – Generates a Master Equipment List (MEL) from the given project; mines attributes and relationships pertaining to a tagged block SysML element 
2. Connectivity plug-in – Generates connectivity and conveyed information data (port to port) 
3. XTCE plug-in - Generates Command and Telemetry data (via XML file) from the project 
4. FSM plug-in – Generate finite state machines from the model for use by simulator engines 
5. SysML Builder plug-in – Generates SysML elements and diagrams from an Excel template (currently used by SysML modelers, AutoCAD data extraction, and text parsing from specification extraction for import to SysML) 
6. FMEA plug- in – Generates a Failure Mode and Effects Analysis (FMEA) spreadsheet from the current project with component functions, failure modes, effects, and causes along with component hierarchy information 
7. FTA plug-in – Generates Fault Tree Analysis for a selected event 
8. WSN configuration plug-in – Generates Wireless Sensor Network (WSN) configuration software files combining XTCE, connectivity, and block attribute and block port information 
9. PRA plug-in: Traverses the behavior diagrams extracting the reliability values and compute the system reliability numbers for a probability risk assessment (PRA) 
10. UUT plug-in: Generates ATML (Automated Test Mark-Up Language) for Unit Under Test (UUT) 
11. Power Analysis plug-in: Traverses connectivity to calculate total current by a power subsystem 
12. PSpice Netlist plug- in: Generates P-SPICE netlist from SysML models 
13. GUNNS/Trick plug-ins: Generates data for the General-Use Nodal Network Solver (GUNNS) modeling software for use with NASA’s Trick simulation environment 
14. TEAMs plug-in: Generates Failure Mode and connectivity data for import to TEAMs tool 
15. Parametric Analyzer Plug-in: Runs parametric analysis 
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• Designed on system of systems concept

 Facilitate capture and reuse of data and models generated during 
system design and development

 Facilitate continuous interoperability

 Enable persistent prototyping

 Enable more effective warfighter involvement

• Built on a common modeling framework

• Shared with industry partners

Common Digital Representation Environment
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Advanced Framework for Simulation, Integration, and 
Modelling (AFSIM)

154 Jan 2016



Mission 
Architecture
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Conceptual modeling of 
concepts, approaches, 
and systems of systems 
that enables details
of the process flow, 
timing, interactions, 
data, capabilities, and 
performance to be 
examined in relation to 
the other processes, 
entities, and systems 
that contribute to 
achieving the mission 
objective

Mission Engineering Guide
Nov 2020



Example of Govt-Industry Collaboration Approach
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• Govt can share mission level modeling of desired system requirements
• Enable efficient sharing of industry design test results
• Industry control of IP for Govt access to system modeling

Potential Benefits

18
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System Conceptual Model
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• Modular
• Enables Composable Simulations for a variety of uses
• Varied time management
• Works with models built in other frameworks (through APIs)
• Facilitates rapid introduction of new models/data
• Correlated data repository-management service
• Can be run from the cloud

Some Recommended Simulation Framework Characteristics
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• What systems data is required for each level of representation?

• Who should collect, curate, and share systems data?

• Should the systems data/modeling be organized in a standard way?

• Who should pay for and/or build the infrastructure?

• How should the infrastructure be set up? Centralized or distributed? 

• What is the role of industry? How use the infrastructure to better 
enable rapid development/delivery of capabilities?

• What should be the process for V&V of systems data/modeling?

Questions to Answer

23
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